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Abstract— One of the critical design issues in Optical Burst
Switching (OBS) networks is finding ways to minimize burst
dropping resulting from resource contention. The existing vari-
ants of the basic deflection routing schemes all lack the ability
to determine the alternate route based on clear performance
objectives. In this paper, we present Contention-Based Limited
Deflection Routing (CLDR) scheme, which sequentially performs
the following: (1) based on certain performance criteria, dy-
namically determines if the burst should be deflection routed or
retransmitted from source, (2) if the decision is to deflection route,
then the same is done using a path that is based on minimization
of a performance measure that combines distance and blocking
due to contention. Through analytical and simulation modeling,
a number of useful insights into the OBS network protocols and
performance are provided.

I. INTRODUCTION

There is growing consideration for OBS for economic im-
plementation of future all optical IP networks [1]. One of the
challenging issues in the implementation of burst switching is
the resolution of contentions that results from multiple incom-
ing bursts that are directed to the same output port. Deflection
routing is one of the promising ways for burst contention
resolution. Some recent work on deflection routing is reported
in [2]-[5]. The authors of [2] investigate the performance of
deflection routing in prioritized Just Enough Time (JET)-based
OBS networks. In [3] and [4], it is demonstrated via simulation
tests that the blocking probability improves when deflection
routing is used as a means for contention resolution. The
authors of [5] describe how deflection routing can be used in
conjunction with the self-routing address scheme. However,
they do not address the issue of how routing to an alternate
path should be done, given that some constraints may apply
to the selection of an alternate path.

In this paper, we propose and analyze a novel Contention-
based Limited Deflection Routing (CLDR) protocol, which
mitigates and resolves contention with significantly better
performance as compared to techniques currently known in
the literature. While several variants of the basic deflection
routing scheme have been proposed before [2]-[5], they all
lacked the ability to determine the alternate route based on
clear performance objectives. In this paper, we present an
on-demand deflection routing scheme, which sequentially per-
forms the following: (1) based on certain performance criteria,
dynamically determines if the burst should be deflection routed
or retransmitted from source, (2) if the decision is to deflection
route, then the same is done using a path that is based min-
imization of a performance measure that combines distance
and blocking due to contention. The proposed CLDR scheme
prevents injudicious deflection routing. Our simulation results
show that the scheme proposed here has much superior per-
formance both in terms of burst loss probability and increased
network throughput. In this paper, we have also proposed that
the network nodes should periodically re-compute and store
optical paths, with the aim of staying optimal in the face of

changing node and link congestion measures. This allows for
deflection routed bursts to traverse the alternate optical paths
that are not necessarily shortest path but are optimized for best
performance (i.e., blocking and delay). This technique calls
for monitoring the link and node congestion and updating the
same in a periodic manner so that the path computation can
be as optimal as possible (albeit with some minor lag in the
updates).

Further, we have presented here an analytical model for
computation of burst loss ratio due to contention on congested
links in the network. Typically, the traffic originating from
the edge nodes of the network would be correlated and such
correlations would have a significant impact on the burst
contentions at the edge as well on internal links in the network.
Our analytical model accounts for these correlations (including
various parameters that help quantify the correlations) in the
prediction of burst loss ratio or probability. The analytical
model results are compared with simulation results. Addition-
ally, the analytical modeling results also used to create some
relevant inputs in the design of the simulation experiments for
studying CLDR and comparing it with other known schemes.

II. CONTENTION-BASED LIMITED DEFLECTION ROUTING
ALGORITHM

Several reservation protocols have been proposed recently
for implementing optical burst switching with different wave-
length and timeslot reservation schemes. Two examples of
such protocols are: (1) offset-based scheme including JET [6]
and Just-In Time (JIT) [7] and (2) FDL-based scheme [8]. The
proposed CLDR mechanism can be applied to both styles of
burst scheduling/reservation stated above, i.e., with offset time
or with FDL. This is so because the CLDR is not a mechanism
for how to reserve the wavelength and timeslot but it is about
a criterion for deciding on doing deflection routing and further
about a methodology for selection of the alternative path.

A. Performance Measurement Updates

Fig. 1 shows a flowchart describing the operation for per-
formance measurement updates in the CLDR scheme. There
exists a management database referred to in Fig. 1 as the
Deflection Routing Information Base (DRIB) at the OBS edge
node. The DRIB stores the management information for the
optical burst layer together with the traditional DWDM trans-
port and IP layers of network. An updated measurement about
burst contentions is needed at all the nodes in the network for
the CLDR algorithm to perform well. The flow chart of Fig. 1
illustrates the mechanism for signaling contention occurrences
and updating the burst contention measurement. Each ingress
node receives updates about the burst congestion status along
the primary and alternates routes for the bursts that have
originated from it. These updates come in the form of two
kinds of NACK messages, NACK C and NACK D: the
NACK C message is sent with an incremented value when
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Fig. 1. A flowchart describing burst contention notification and measurement
in the CLDR algorithm

contention occurs on the primary path due to the lack of a
timeslot in a wavelength while NACK D is also sent when
there is no available alternate route in the Deflection Routing
Table (DRT). These messages help update the DRIB at the
ingress nodes of each burst-mode connection.

B. Computation of Alternate Routes

In an OBS network, a local routing decision for the alternate
route made at a node may result in a degraded global network
performance in the long run. However, this is mitigated in the
proposed CLDR algorithm by performing periodical global
re-optimization of alternate routes based on updates received
from other nodes regarding their most recent contention status
(Fig. 1).

We now formulate the deflection routing problem by means
of the following components: the network topology, node
configuration, a set of attributes pertaining to node and link
resources, and constraints pertaining to resource limits. The
demands that are to be routed through alternate paths in the
network are described by a set of attributes as well. Then, the
problem is to find an optimal alternate path minimizing a cost
function, which explicitly accounts for the contention rate as
well as the burst hop distance. The aforementioned deflection
routing problem can be formulated as follows: Consider a
physical network represented by a graph G(N,L), where N is
the set of nodes and L the set of links (i.e., fibers) connecting
the nodes. It is assumed that each link between nodes i and
j, has Wij wavelengths with the same capacity of C. At
each node n, (n = 1, . . . , N), the number of transmitters
and receivers are defined as P

(t)
n and P

(r)
n , respectively. If

a node n has the number, Pn of ports, clearly, at most∑
n Pn wavelengths are needed to realize any possible virtual

topology.
Let Λ be the set of traffic demands belonging to the loss-

sensitive service class between a pair of edge nodes, where
λsd

ij ∈ Λ represents the arrival rate of bursts from source s to
destination d that flows over a virtual link between node i and
node j. Further, let λskdk

denote the average flow of bursts
associated with the kth traffic demand requesting service. Let
D = {Dij} be the distance matrix from node i to node j
(i �= j). As the cost of contention from node i to node j (i �=

j), let bij denote the burst blocking rate, which is collected
periodically from the network.

In the deflection routing problem formulation, the variable,
xij is defined as

xij =
{

1 if alternate route includes a link (i, j)
0 otherwise (1)

where i, j = {1, 2, . . . , N} and i �= j. This decision variable
xij pertains to the specific kth traffic demand at hand which
is characterized by the λskdk

average flow of bursts. Here,
for the purpose of routing decisions, we are treating each
burst-oriented Variable Bit-Rate (VBR) connection request
as a Constant Bit-Rate (CBR) connection with an effective
bandwidth of λskdk

.
The constraint conditions are defined as follows. The num-

ber of lightpaths originating from and terminating at a node
is not more than the node’s out-degree and in-degree, respec-
tively: ∑

∀j∈N

xij ≤ P
(t)
i ,

∑
∀i∈N

xij ≤ P
(r)
j (2)

There are some constraints related to the traffic flow on
virtual topology for all i and j. First, since we are setting up
an alternate path for the optical bursts coming from a specific
traffic flow the bursts of the demand λskdk

are not segmented
at any congested node in the network. Thus, we can state that
the traffic demand λskdk

is routed from node i to j on a single
deflected path:

λskdk
ij ∈ {0, λskdk

} ∀i, j ∈ N (3)

Second, the total flow on the simplex link from node i to node
j is expressed as the superposition of the existing traffic (i.e.,
bursts) and the new burst associated with the link.

λij = xij

∑
s,d

λsd
ij + xijλskdk

∀i, j ∈ N (4)

For flow conservation at each node, the third constraint be-
comes

∑
j

xij −
∑

j

xji =

{ 1, i = sk

−1, i = dk

0, otherwise
∀sk, dk, i ∈ N (5)

With regard to traffic, the final constraint assures that traffic
flowing through a link can not exceed the total link capacity:

λij ≤ WijC ∀i, j ∈ N. (6)

Then, for the above constraints and the kth traffic flow
of loss-sensitive service class, we can design the objective
function to find an alternate path from the congested node
to the destination. This objective function is a weighted sum
of the end-to-end burst blocking rate and the distance for the
route, and is stated as follows:

Minimize gd

∑
i,j

xijDij +gb[log10[1−
∏

i,j
(1−xijbij)] (7)

where gd, and gb denote the weights for delay and blocking,
respectively. To decrease the computational complexity, we
can express the above objective function, Eq. 7 as

Minimize gd

∑
i,j

xijDij + gb

∑
i,j

xij log10 bij , (8)
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As for the burst contention rate, bij , the real data can be used
that has been collected into the DRIB. The alternate route
would be set up according to the values of the xij determined
from the above integer linear programming formulation. The
objective function in Eq. 8 is more of a practical value than
one involving distance alone. It includes Quality of Service
(QoS) requirements regarding loss as well as distance.

C. Limited Deflection Routing Rules for CLDR

Our CLDR algorithm consists of (1) the optimal alternate
routing methodology for Contention-based Deflection Routing
that was described in the preceding section and (2) the rules
of Limited Deflection Routing (LDR) that we describe in this
section. The authors of [4] proposed an LDR that is based
on a simple sender check function before deflection routing
at the source node only. We propose an enhanced LDR with
a comprehensive threshold check function, described in the
following steps: (1) Source node sends out a control packet;
(2) Intermediate nodes process the control packet and attempt
to reserve the channel in anticipation of the burst that would
follow; (3) Source node sends out the burst after offset time;
(4) If there is no available egress channel for the burst at
a node, at first it is checked whether the current node is
sender or not. If the current node is the sender, then deflection
routing is not done. Instead, after some wait time, the sender
retransmits a burst control packet and subsequently the burst
is retransmitted. If the current node is an intermediate node,
then go to the next step (5); (5) The current intermediate node
computes a performance measure and does the threshold check
on that performance measure. Accordingly, it decides whether
to deflection route or drop and notify sender to retransmit.

The enhanced LDR described above reduces unnecessary
deflection routing at the intermediate nodes as well as at
the sender, and prevents contentions which are caused by
inefficient deflection routing.

Now, we formulate some threshold check functions to assist
in deciding whether dropping or deflection routing should be
done. Let N be the set of nodes in core network. Further,
let Nc and Nd be the set of nodes that have been passed
from source to the current node (i.e., the congested node in
consideration) and the set of nodes that would be passed from
the current node to destination, respectively. xi,i+1 is a binary
variable associated with link (i, i + 1) between a node i and
the next node i + 1.

We first define a component of threshold check function,
which is based on hop counts:

Ch =
∑

∀i,i+1∈Nc

xi,i+1 −
∑

∀j,j+1∈Nd

xj,j+1 (9)

Let b∗ denote a tolerable end-to-end blocking rate for a route.
We now define another components of the threshold check
function to satisfy b∗:

Cb = log10 b∗− log10[1−
d−1∏
i=1

(1−bi,i+1)] ∀i, i + 1 ∈ Nd (10)

where d is the destination node and bi,i+1 denotes contention
blocking probability between node i and node i + 1.

Now we define a generalized threshold check function to
include the path hop-count (or alternatively, the end-to-end
distance) as well as the end-to-end burst blocking probability.

The two performance measures in this threshold check are
given different relative weights to emphasize one or the other,
as desired. With a relatively large value M and burst blocking
decision parameters b∗2 and b∗1 (b∗2 > b∗1), we introduce two
decision variables:

Qh =
{

1 if Ch ≥ 0
0 otherwise (11)

and

Qb =

{ 1 if b∗1 ≤ Cb ≤ b∗2
M if Cb < b∗1−M if Cb > b∗2

(12)

Using the above two variables, we can now express a com-
posite decision variable as

Qt = whQh + Qb (13)

where wh � M is weight for emphasizing/de-emphasizing the
hop count relative to the burst loss ratio. Then, a combined
threshold check function can be stated as

Ct =
{

1 if Qt ≥ wh + 1
0 otherwise (14)

According to the threshold check function 14, the proposed
CLDR is capable of operating in the most suitable and efficient
way under different traffic and topological scenarios.

III. QUEUEING MODEL FOR BURST LOSS PROBABILITY

Numerical results showing performance of CLDR and its
comparison to other schemes in OBS networks have been
generated using both analytical and simulation modeling.

A. Source Traffic Model

We assume that a threshold-based burst assembly scheme
is applied at the edge node, where once the length of a burst
being created reaches a threshold value, L(Mbits), the burst is
generated and placed in a burst queue. The incoming traffic
on each wavelength of an incoming fiber is an aggregation
of many individual sources of burst traffic. The bursts from
each source are assumed to behave in an on-off manner. Many
bursts arrive with exponential random inter-arrival times or
at fixed intervals during the on period, and the off period is
typically much longer than the on period. As an example on
average 12 bursts may arrive during the on period over 120 ms
average duration, and the off period may have 880 ms average
duration. We varied these parameters widely in our analytical
and simulation results so as to capture the sensitivity to these
parameters.

B. Queueing Model
We closely follow the analytical model presented in [9]

for queueing analysis involving multiplexing of many on-
off sources, with suitable modifications for the statistical
burst multiplexing problem at hand. To describe the analytical
model, let us define the following parameters:

• C: link capacity (Gbps)
• α-1, β-1: average on and off periods, respectively (ms)
• λ: burst generation rate during on period
• n: number of sources simultaneously multiplexed on a link
• B: the burst queue size or the number of FDLs per output port

(specified in total ms worth of buffering at link speed)
• i: system state in terms of number of sources simultaneously in

on period(0 ≤ i ≤ n)

0-7803-7975-6/03/$17.00 (C) 2003



• τi: effective time (ms) spent in system state i for burst delay to
exceed buffer size Bms

• pi: probability that system is in state i
• n0: number of sources in on period simultaneously above which

the system is considered to be in temporary overload

Following the rationale of [9], we compute the duration of
time τi that the system needs to be in state i for burst delay
to exceed B ms:

τi =
BC
Lλ

(i − n0)(i − n0 + 1)
. (15)

Now, an approximate expression for the probability of burst
loss due to buffer overflow PL is given as follows:

PL =
n∑

i=n0+1

pi × exp−iατi (16)

where pi =
(

n
i

)
( β

α+β )i( α
α+β )n−i are system-state proba-

bilities. The above equation for burst blocking is very useful
in that, unlike many other approximations available in the
literature, it captures the effects of numerous traffic/system
parameters as well as the influence of temporal correlations in
the superposition of on-off sources [9][10].

IV. PERFORMANCE RESULTS AND COMPARISONS

A. Analytical Model Based Performance Results

In our numerical results, for example, we have used C = 6
Gbps (six wavelengths of 1 Gbps each) and L = 1 Mb. Fig. 2
shows the sensitivity of the burst loss ratio to the average on
and off periods. A comparison is shown for the cases of (α-1

= 120 ms, β -1 = 880 ms) vs. (α-1 = 12 ms, β -1 = 88 ms); both
cases have an average activity factor of a = 0.12. What we
see is that while the activity factor is constant, the burst loss
ratio is higher for the case of higher average on period.

What is very interesting in Fig. 3 is that for the no FDL
case, the burst loss behavior is entirely the opposite of what
was stated in the previous paragraph involving Fig. 2. Burst
loss ratio in Fig. 3 is in fact lower at low to moderate loads
for the case of the larger on period. Only when the buffer size
increases, do we see that the burst loss ratios go higher for
the larger on period in the low to moderate load region (the
graphs for different buffer sizes were omitted due to space
limit). This again can be explained by a combination of these
observations: (1) at a given percentage link load level, the
number of burst sources multiplexed are 2.5 times more for
the case of a = 0.12 as compared to that for a = 0.3, and
(2) the temporal correlations in the superposed burst traffic is
not manifest at low to moderate loads and smaller FDL sizes,
while it is quite influentially manifest at high loads with larger
queues or buffer sizes.

B. Simulation Environment

Simulation tests were done for the CLDR algorithm and
Shortest Path-based Deflection Routing (SPDR) algorithm
which has been generally used in other known works [3]-[5].
In our simulation, the JET method of offset-based reservation
is used and the burst sources were individually simulated with
the on-off model as explained in the Queueing Model section.
The tests were carried out using a 14-node NSFNET topology
as shown in Fig. 4. The transmission rate of each link is 6
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Gbps, consisting of six wavelengths each operating at 1 Gbps.
Over NSFNET topology, five source-destination node pairs
were chosen randomly and optical bursts are generated from
the source nodes. Just as an example, looking at Fig. 4, let us
say that some bursts whose source and destination are CA1
and NJ, respectively, experience burst contention at UT node
on UT-MI link on the primary path (CA1-UT-MI-NJ). In our
simulation, let us say that the DRT lists the (UT-CO-MN-IL-
PA-NJ) and (UT-CO-TX-MD-NJ) as alternate candidate paths.
Of these, (UT-CO-MN-IL-PA-NJ) is the shortest alternate path
from UT to NJ. However, the CLDR scheme can very well
select (UT-CO-TX-MD-NJ) as the preferred alternate path if
that happens to be the only one that meets the requirement on
combined (distance and blocking) performance objective.
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C. Performance of CLDR and Comparisons with Other Tech-
niques

The focus of our performance evaluation is on burst (or data)
loss rate caused by contention. A burst would be dropped if
both primary and deflection paths are blocked. The data loss
rate for the entire network is found by calculating the average
of the burst drops over all source-destination pairs.

Figs. 5(a) and (b) show simulation results comparing the
burst blocking or loss rate for our CLDR method with the
Shortest Path Deflection Routing (SPDR) method. For typical
operating load values up to 0.75, the CLDR algorithm im-
proves burst blocking by more than an order of magnitude
as compared to SPDR in the test cases that we have studied
through simulation runs.

Figs. 6 (a) and (b) show comparisons of the burst blocking
ratios for the CLDR scheme under two different scenarios,
namely, (α-1 = 120 ms, β -1 = 880 ms) and (α-1 = 300 ms, β -1 =
700 ms) for the cases of (a) no FDL and (b) 3.3 ms FDL. The
reason we made this study of parameter sensitivity was to see
if the burst loss results from simulations would be qualitatively
in alignment with the analytical results of Fig. 3, and it turns
out they are.

Now we turn to the second aspect of CLDR, namely,
the enhanced limited deflection routing decision, based on a
threshold check function, which is performed at an intermedi-
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Fig. 7. Burst loss rate comparison for normal deflection routing vs. CLDR
under moderate and high load conditions

ate node experiencing burst contention. From Fig. 7, we see
that the CLDR has better burst loss performance by about an
order of magnitude as compared to the normal DR scheme,
both under moderate and high link loads.

V. CONCLUSION

In this paper, we have shown that, in OBS networks, when
deflection routing is used as a means for burst contention
resolution, it is important to design alternate routes in an
optimized fashion based on a composite performance measure
that considers path distances as well as the expected burst loss
probability along that alternate route. An additional salient fea-
ture of CLDR is that the limited deflection routing decision is
based on a threshold-check function and is dynamically made
at any intermediate node experiencing burst contention. The
proposed CLDR scheme was shown to perform significantly
better than the SPDR scheme or other variants of the DR
scheme that are known in the literature.
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